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Context-aware application development models enable effective computation offloading for enhanced performance, energy efficiency, and execution support on mobile devices.

Mobile cloud computing evolved from cloud computing to address the needs of the ever-increasing number of smartphone users and inherent smartphone constraints, such as limited computational power, memory, storage, and energy. Because mobile cloud computing is a comparatively new domain, it has no standard definition and different researchers provide varying definitions. For example,

Mobile cloud computing is an integration of cloud computing technology with mobile devices to make the mobile devices resource-full in terms of computational power, memory, storage, energy, and context awareness.¹

In mobile cloud computing, “cloud” can refer to both real and virtual clouds. Real cloud refers to the traditional cloud infrastructure that provides virtually unlimited resources, such as Amazon Elastic Compute Cloud (EC2), Microsoft Azure, and Google App Engine. Real cloud service models include software as a service (SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS). Real cloud also includes multiple cloud deployment models, such as private, community, public, and hybrid. Virtual cloud, on the other hand, refers to a nearby infrastructure, such as servers and personal computers, providing services to the mobile devices.¹

Mobile cloud computing uses two types of architectures. In an infrastructure-based system, the cloud hardware infrastructure remains stationary and provides services to mobile users, via Wi-Fi or cellular-network-based Internet connections. In an ad hoc
system, multiple mobile devices form a group that acts as a cloud and offers services to other mobile devices. These cloud services can be virtual (group based) or real, with requests sent to the real cloud (see Figure 1). Given space limitations, we restrict our discussion to infrastructure-based architectures.

Whereas the primary objective of cloud computing is to provide IT resources to businesses in a cost-effective manner, mobile cloud computing focuses on overcoming smartphone constraints and enhancing mobile users’ experience. Recent research has identified three main benefits of mobile cloud technology: it enhances smartphone applications’ performance by utilizing the computational power of the resource-rich cloud, makes smartphone applications energy efficient by reducing computational overhead on the devices using computation offloading, and enables smartphones to execute resource-intensive applications that are unsupported in a resource-constrained environment.

Because the two technologies’ objectives differ, so do their challenges. For instance, in mobile cloud computing, a mobile device’s limited energy is an issue, whereas in cloud computing, the supply of energy is unlimited. Similarly, mobility is an important parameter in mobile cloud computing but less important in cloud computing. Security, however, is equally important in both technologies.

Mobile cloud computing uses computation offloading to migrate resource-intensive computational tasks from a smartphone to the cloud. Computation offloading is missing in traditional mobile application development models, because smartphone applications are designed to execute on the smartphone only. Therefore, mobile cloud computing requires specialized mobile cloud application development models that support computation offloading and execution of smartphone applications in two environments—smartphone and cloud (see the “Mobile Cloud Application Development Models” sidebar for further discussion). Mobile cloud application models offload computational tasks to the cloud through a process, component (module), application, or smartphone clone image that resides in the cloud and facilitates executing the smartphone’s computational requests. The application models need to be context aware because computation offloading isn’t always beneficial and can cause performance degradation or energy wastage. This article highlights context-awareness aspects of mobile cloud application development models, and presents various challenges to achieving the required context awareness.

**Context-Aware Application Models**
There are two perspectives on context awareness in mobile cloud application models: context-aware
MOBILE CLOUD APPLICATION DEVELOPMENT MODELS

Most mobile cloud applications are developed for Android, Windows Mobile, iOS, and BlackBerry platforms using technologies such as Hadoop, HTML5, Internet Suspend/Resume, R-OSGi, Stack-On-Demand (SOD), and Representational State-Transfer (REST). The applications are either powered by real cloud instances (Amazon Elastic Compute Cloud, Microsoft Azure, or Google App Engine) or virtual cloud service/virtual machine (VM) instances powered by VMWare Workstation or Oracle VM VirtualBox.

Currently, mobile cloud applications are tested in a real environment because there’s no specialized simulator for this technology. Among other areas, mobile cloud computing research groups and active projects are exploring mobile cloud service models, for example,

- the Mobile Multimedia Cloud Computing Project at RWTH Aachen University (http://dbis.rwth-aachen.de/cms/projects/i5cloud);
- mobile cloud middleware and application migration, such as the Reuse and Migration of Legacy Applications to Interoperable Cloud Services (Remics) project at the University of Tartu (http://mc.cs.ut.ee/mcsite/projects);
- mobile cloud-based context-aware applications for smart cities, healthcare, and productivity, such as the Mobile Cloud Computing Group at University College Cork, Ireland (www.ucc.ie/en/mccg/projects); and
- mobile cloud networks, services, and architectures, such as the MONICA project (http://cordis.europa.eu/project/rcn/101690_en.html) at the Community Research and Development Information Service (CORDIS).

Mobile cloud applications include mathematical tools, file indexing, image processing tools, games, download tools, antivirus tools, rendering and streaming, context-aware health monitoring, smart cities, and big data analysis. Unfortunately, these applications are implemented as a proof of concept (for testing purposes only). Applications currently available in the market have limited support of cloud computing, where the service is hosted solely in the cloud with no support of code/application migration. Mobile cloud applications are expected to be launched in the market soon. Table A summarizes recent well-known application models, which are discussed in detail elsewhere.1–9
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application partitioning and context-aware computation offloading.

Context-Aware Application Partitioning

Offloading an entire application to the cloud generally isn’t a good solution, because the application might require smartphone hardware support, such as GPS and sensors, that isn’t available in the cloud. Moreover, offloading an application can require a high amount of communication that might increase the offloading delay and energy consumption. To overcome this issue, researchers recommend offloading only resource-intensive parts of an application to the cloud, which can enhance performance, increase energy efficiency, or support execution.

To enable this selective offloading, a smartphone application is partitioned into components to be distributed between the smartphone and cloud for execution. The partitioning can be static (predefined during development) or dynamic (based on runtime conditions).7 However, to gain the benefits of mobile
cloud computing, applications are partitioned in a context-aware fashion that considers user interaction frequency, local resource access (for example, GPS, input module, or sensors), resource requirements, computational intensity, and bandwidth consumption. Context-aware Computation Offloading

In context-aware computation offloading, decisions are made in favor of performance enhancement, energy efficiency, and application execution. Context awareness is necessary because computation offloading isn’t always beneficial. To prove this, we developed three Android-based applications:

- app-1 finds the sum of 0.1 million numbers,
- app-2 cracks a five-character password, and
- app-3 multiplies a $750 \times 750$ matrix.

All applications were capable of offloading computations to the Google App Engine (F1 instance) using HTTP requests via Wi-Fi and 3G connections. The applications were executed on a Sony Xperia S.

Table A. Current mobile cloud application development models.

<table>
<thead>
<tr>
<th>Applications model</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CloneCloud(^2)</td>
<td>Offloads resource-intensive processes from a mobile device to a mobile device clone that’s maintained on the nearby infrastructure (personal computers or servers) or cloud.</td>
</tr>
<tr>
<td>Xinwen Zhang and colleagues’ model(^3)</td>
<td>Partitions an application into multiple components (weblets), which are executed locally or offloaded to the cloud, depending on the available local resources and user preference.</td>
</tr>
<tr>
<td>(\mu)Cloud(^4)</td>
<td>Focuses application development using heterogeneous components (presented as a directed graph) that can execute on a smartphone, cloud, or both.</td>
</tr>
<tr>
<td>Mahadev Satyanarayanan and colleagues’ model(^5)</td>
<td>Uses an augmented execution technique in which smartphone computations are offloaded to a VM on a resource-rich computer or group of computers (a cloudlet).</td>
</tr>
<tr>
<td>Ioana Giurgiu and colleagues’ model(^6)</td>
<td>Distributes functional layers among the smartphone and cloud/nearby infrastructure, and deploys an application’s functional components (bundles) dynamically, based on optimal deployment analysis.</td>
</tr>
<tr>
<td>eXCloud(^7)</td>
<td>Bases computation offloading on VM-instance level and performs on-demand code/data migration to the cloud.</td>
</tr>
<tr>
<td>MAUI(^8)</td>
<td>Uses dynamic application partitioning and supports method-level offloading to the cloud/nearby infrastructure.</td>
</tr>
<tr>
<td>ThinkAir(^9)</td>
<td>Uses an energy model to make context-aware offloading decisions and supports method-level offloading to a smartphone clone in the cloud.</td>
</tr>
</tbody>
</table>

---

smartphone to achieve performance and energy efficiency. All the applications had different computational complexities and required a variable amount of data.

When app-1 was executed, it took more time in terms of communications (offloading) and overconsumed the smartphone energy than a local execution, proving computation offloading to be unfavorable in terms of energy efficiency and performance enhancement. When app-2 and app-3 were executed, the applications took less time and consumed less energy than a local execution. Consequently, for app-2 and app-3, the computation offloading is favorable in terms of energy efficiency and performance enhancement. However, the performance and energy gain ratio of app-2 and app-3 vary because of the computational complexity and the amount of data offloaded to the cloud. Hence, to achieve the required level of performance or energy efficiency, the offloading decisions must be context aware or offloading might not provide any benefit.

Context-aware offloading decisions involve various entities, as Figure 2 illustrates. The important context-awareness aspects of mobile cloud computing are objective awareness, performance awareness, energy awareness, and resource awareness.

Objective awareness. Because the three main features of mobile cloud computing—performance enhancement, energy efficiency, and execution support—are interlinked, achieving one objective could adversely affect the others. For instance, in some cases, computation offloading is favorable for application execution but unfavorable in terms of energy efficiency or performance enhancement. This phenomenon depends mainly on the nature of the application and its model type. Consequently, many models focus on a particular feature. However, a few models support multiple features (performance enhancement, energy efficiency, and execution support) at the same time, where the enhancement ratio of performance to energy efficiency is set dynamically based on the runtime conditions or according to the user’s preferences.

Objective awareness is important for computation offloading because it not only helps to prioritize a user’s preference for mobile cloud computing features but also guides an application model to partition an application accordingly.

Performance awareness. In general, computation offloading is favorable in terms of performance enhancement when an application’s computational time on a smartphone is high compared to the sum of computation offloading time and cloud computational time. Therefore, to make favorable offloading decisions, the application models need to be aware of the task’s local (smartphone-based) and cloud-based computational time. This information is provided by the profilers, which are responsible for monitoring the local and cloud-based executions of a computational task. Alternatively, in some scenarios, the offloading decisions are based on the difference between the available resources of the smartphone and cloud.

Energy awareness. The execution of a resource-intensive computational task on a smartphone consumes a considerable amount of energy. Likewise, offloading a computational task to the cloud consumes a smartphone’s energy in terms of computational request preparation, communications for offloading, and result integration. Computation offloading is favorable for energy efficiency when the energy required for smartphone-based computations is high compared to the energy required for computation offloading.

Therefore, favorable offloading decisions in this context depend on the energy awareness of the application models (that is, the energy required for local execution versus computation offloading). The required energy information is estimated by the smartphone energy consumption models. For com-
putation offloading to be energy efficient, the decision is made based on an application’s energy profile and an estimate of the amount of energy required for communications per size of data.

**Resource awareness.** Computation offloading for application execution is performed to execute an application in a resource-constrained environment. This occurs when the smartphone resources are insufficient for execution or the available resources are overloaded. Supporting computation offloading in such scenarios requires resource awareness about the smartphone and cloud, particularly when offloading to a virtual cloud.

For example, consider a scenario where a quad-core smartphone offloads to a virtual cloud with limited resources that are shared among multiple users. To make an optimum offloading decision for the application execution, the application models use information about available resources at the smartphone and cloud.

**Challenges in Context-Aware Mobile Cloud Computing**

Mobile cloud computing faces many challenges in performing context-aware computation offloading. Here, we identify and discuss six of the most important challenges that hamper mobile cloud application models from making context-aware offloading decisions.

**Application Partitioning**

As discussed in the previous sections, application partitioning is critical for computation offloading. However, identifying resource-intensive components is a challenge because there’s no hard rule for defining a component’s intensity. For instance, an application component might be resource intensive (in terms of computational time) for a low processing power smartphone but not for a high processing power one.

Even if intensity is defined in terms of computational complexity, application partitioning is still an issue. For instance, static partitioning and decisions regarding the components’ execution location is not a foolproof solution and might fail in a number of scenarios. Even though dynamic context-aware partitioning has an edge over static partitioning, it requires timely repartitioning of applications to accommodate changes caused by the mobile environment and inconsistently available resources (on a virtual cloud).

**Computational Time**

A task’s computational time varies based on available smartphone/cloud resources, the task’s nature, and the input data’s size. Therefore, to enhance performance using mobile cloud computing, the application must be aware of the task’s computational time on the smartphone and cloud. The challenge in doing this is that smartphones have different hardware specifications and architectures (single core, dual core, and quad core). Therefore, there’s no predefined computational time for any application or its components.

We can estimate an application’s worst-case execution time, which is a correct solution to some extent. However, as discussed previously, the applications can be partitioned dynamically based on the runtime condition, which can further change depending on its current environment. Therefore, estimating the worst-case execution time for every possible partitioning pattern isn’t an optimal solution because it might incur a large computational overhead on the smartphone.

Moreover, the computational time of an application (or its components) in the cloud can vary based on available resources. For instance, in a virtual cloud environment, a single server/personal computer is shared among multiple users, and its load varies from time to time, which ultimately affects execution time. Furthermore, data input size and type of code instructions (integer or floating point) are important factors that can affect a task’s computational time.

Given these factors, estimating the computational time of an application or its components is a complex problem. Although this can be partially resolved by profiling smartphone and cloud-based executions, the overhead of profiling every execution of a component against variable size data input is worth consideration.

**Computational Energy**

To make smartphone applications energy efficient through mobile cloud computing, the applications must be aware of the amount of energy required for smartphone-based application execution and computation offloading. Otherwise, incorrect offloading decisions can overconsume smartphones’ energy because of the high amount of communication between the smartphone and the cloud about offloading.

The challenge is that the amount of energy consumed by applications depends on the smartphone model (hardware type and specifications). For example, two smartphones with different types of processors (single core versus quad core) will consume different amounts of energy. Moreover, an application’s energy consumption can vary depending on the CPU frequency and utilization level.

The problem is compounded by the fact that smartphones don’t provide low-level energy information for computations and communications. For
instance, in Android OS, developers can only access information about smartphone battery level (total battery remaining) and the percentage of smartphone energy that’s consumed by a particular application (see http://developer.android.com/training/monitoring-device-state/battery-monitoring.html), which is insufficient for making energy-aware offloading decisions.

As proof, we can execute a resource-intensive application on a smartphone for 1 minute and compare the battery level readings before and after the execution. Most of the time, there’s no change in the readings. Consequently, monitoring energy consumption of multiple components of an application in terms of computations becomes a challenging task.

As mentioned earlier, the application models use energy-consumption models to overcome this issue. However, the energy models are developed by executing predefined computational and communicational tasks on a smartphone, and the energy consumption is measured using external hardware (power meter). Further, energy consumption coefficients are defined based on the monitored readings. Consequently, the energy models are valid only for the monitored smartphone and might provide inaccurate readings on unknown (new model) smartphones.8

Offloading Time
Some people might compare smartphone and cloud computational times to check if the computation offloading enhances performance. However, this comparison doesn’t guarantee the required performance gain, because computation offloading takes a considerable amount of time in terms of communication between the smartphone and the cloud. Apart from this, in some application models, computation offloading incurs considerable delay on the smartphone (request preparation time and result integration time) and cloud (request marshalling time and result preparation time). Therefore, context-aware application models must utilize most of the highlighted parameters to make optimum offloading decisions.

The challenge in doing so is that the aforementioned delays on the smartphone and cloud can vary with time.10 Moreover, the communication link quality of mobile networks is never consistent, and offloading time varies depending on signal strength, network bandwidth, latency, mobility, cell size (in cellular networks), and network load. Therefore, communication link quality estimation and prediction of associated delays are challenging issues.

To address these challenges, some researchers use profilers to monitor the required information, which is later used in decision making, whereas other researchers use runtime link monitoring by sending a small amount of data to the cloud to estimate the communication time. Alternatively, some researchers use the most recent communication history information to estimate the communication time. However, these techniques incur computational and communicational overhead on the smartphone and might fail because of mobile network fluctuating characteristics.

Offloading Energy
As with offloading time, estimating the amount of energy required for computational offloading is a challenging task, because the offloading process incurs a variable computational overhead on the smartphone (as discussed previously). Moreover, energy consumption varies based on the communication technology, bandwidth, transmission power/radio state, amount of data, cell size (in cellular networks), and most importantly, communication pattern (packet size and the interval between packet sending).

We estimate offloading energy using techniques similar to those discussed in the previous section. It has similar pros and cons.

Application Support
Smartphones support a wide range of applications, each with variable characteristics and resource demands. For instance, a mathematical tool might take small data input and perform large computations, whereas an antivirus application might require large data input to perform large computations. Consequently, an application model that can improve performance or energy efficiency by using runtime data offloading might do well for one type of application and fail for others. This variability exists because existing application models use a single offloading technique to achieve a particular objective for a predefined application type.

Therefore, new application models are required that can support different types of applications by using multiple offloading techniques in a single model. However, making an application model intelligent enough to characterize the applications properly and apply optimal offloading technique is challenging.

In light of current developments and challenges in context-aware mobile cloud computing, we propose several actions. First, benchmarking the available smartphone processors against desktop system processors and common cloud instances will highlight the differences between their computa-
tional powers and expected performance enhancement (irrespective of the communication time). In addition, smartphone vendors must release energy information datasheets for their smartphones so that precise energy consumption coefficients of different computational and communicational entities can be known. Smartphone operating systems must also evolve in terms of information provision so that detailed energy consumption information of a particular task in terms of computations and communications is available to both applications and developers. Finally, mobile cloud computing service models must be standardized so the application models can use common offloading techniques.

Cloud storage and application-specific services, such as Apple’s iCloud and Siri, already appear on smartphones. Before long, cloud-based computing applications for smartphones will appear in the market that will enhance mobile users’ experience in terms of performance, energy efficiency, and execution support. However, this demands context awareness in multiple aspects. Efforts are being made to achieve the desired level of context awareness, but existing solutions aren’t up to the mark. Therefore, more efforts are required to make this technology grow. Cloud computing might not be on the horizon, but its powered technologies, such as mobile cloud computing, are still emerging, and with the wide range of open issues, this technology won’t be going anywhere soon.”
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